
Tutorial XX. Outliers in QSAR 
 

Goal: Illustrate a detection of outlier protocol in a QSAR workflow. 
 
Software: WEKA, ISIDA/ModelAnalyzerR, InstantJChem  
Data: A sample of the IUPHAR [1] database dedicated to the serotonin receptor 5-HT2B 
(IUPHAR_5HT2B.sdf), a set of publications (Publications.zip). 
 
The dataset contains ligands of the human serotonin receptor 5-HT2B, a member of the 5-
HT2 family involved in morphogenesis and anxiety [2]. But this receptor became an anti-
target, since it was suspected to have a role in the development of valvular heart disease 
[3-5]. This discovery led to highly publicized drug withdrawal from the market, first in the 
Fenfluoramine/Phentermine case [6] and more recently in the benfluorex case [7]. 
 
The data for this tutorial were collected from the IUPHAR/BPS [8]. It is composed of 88 
compounds together with their affinity to 5-HT2B, their role either as agonist or antagonist, 
and the PubMed [9] references to the articles describing these information. If several 
values were reported for a given ligand, the retained value is the median of the collected 
values. All values are reported for human receptor, if available. Otherwise, the values for 
the rat receptor are provided (species is always mentioned together with the affinity value). 
All the articles used to collect this dataset are provided into the archive Publications.zip. The 
files of the articles are named according to their PubMed ID. 
Compound structures and related data fields are in file IUPHAR_5HT2B.sdf. The SD fields 
affinity, type and pubmed_id contain the pKi value, the agonist or antagonist label and the 
list of bibliographic references respectively. The SD field CdId contains a unique integer to 
facilitate reference to a given compound and the ligand field contains the common name of 
the compound.  
The regression problem consists in estimating ligand affinity (expressed as pKi = negative 
log of the complex instability constant expressed in mol/l) to 5-HT2B, as a function of the 
ligand structure. 
 
Theoretical background. 
The tutorial uses Gaussian Processes to build models [10, 11]. The general idea is to 
describe the dataset as a multivariate Gaussian probability distribution. The vector of 
target affinities, 𝑌, is understood as a sample of a multivariate normal distribution resulting 
from the molecular descriptors, and a noise 𝜎. The molecular descriptors are contributing 
to the definition of the distribution by estimating the covariance of the distribution. 
Technically, the covariance is identified to a kernel function of the training set instances: 
𝛴!" = 𝑘(𝑥! , 𝑥!). 
The method depends of several choices: the level of noise and the kernel function that is 
also parameterized. The noise level is therefore related to the confidence in the values of 
affinities, while the kernel shall be chosen based on domain knowledge about the 
molecular descriptors in use. 
Although it is not needed in the tutorial, the Gaussian Processes are often embedded into 
a global Bayesian reasoning. In this case, the parameters (noise, kernel parameters) are 
themselves sampled to maximize the marginal likelihood using dedicated algorithms such 
as Markov Chain Monte Carlo [12]. These approaches, combined to the numerical 
complexity of the linear algebra needed to solve the Gaussian Processes problems, can 
lead to rather costly calculations for datasets of thousands of instances. 
Also, the tutorial adds some focus to the detection of outliers. The strategy proposed here 
consists into developing the best “non-over-fitted” model on the dataset. To avoid over-
fitting, a rigorous external validation is recommended. Then, if the model cannot fit some 



instances, they are potential outliers. Once the outliers are removed, model building and 
outlier analysis is iterated. The process is ended when no more outliers are found. This is 
a sequential inward approach [13-15]. An outward approach would consist in adding non-
outlier data to the dataset in a sequential procedure. It is possible to search for ensembles 
of outliers, or to do the stepping by focusing on the single most outstanding outlier at every 
stage. 
Irrespective of the algorithm, there are several important aspects to be kept in mind during 
outlier analysis.  
• First, an outlier is not the result of a numerical procedure: an algorithm fails to fit a data 

point, but this may be called an outlier only if the anomalous value can be discarded for 
a reason: a potential measure problem, an unexpected event during data acquisition, 
sabotage… Without a cause, an anomalous point is not an outlier and cannot be 
discarded – on the contrary, it may simply be an indication of the failure of the 
modeling strategy. 

• Second, a data point can be anomalous only relative to some a priori knowledge. In 
this tutorial, we propose for instance to use the Grubbs algorithm [16] which is very 
representative: an anomalous point is an extreme value compared to a normally 
distributed sample. 

In this tutorial, we shall focus on the distribution of the residuals of a regression model. 
They are supposed to follow a Normal probability distribution. The 𝑛 residues of values 𝑟! 
are searched for the largest value 𝑟! and the smallest value 𝑟!. It turns out that the quantity 
𝐺! =
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, where 𝑠 and 𝑟  are the standard deviation and mean of the 
residuals, follow a studentized extreme deviation statistics [17]. The Grubbs test, consists 

in comparing these decision variables, to the critical value 𝐺! =
!!!
!

!!

!!!!!!
, where 𝑡 is the 

𝛼
2𝑛 fractile of a student distribution of 𝑛 − 2 degrees of freedom, with a risk 𝛼 . If a 

decision variable is larger than the critical value, the extreme value shall be considered as 
anomalous. By convention, if for a data value the test is positive up to a risk 𝛼 of 1%, it is 
considered anomalous whereas with a risk of 5% it is only suspicious. 
This setup is consistent as long as the hypothesis that the residuals are distributed 
according to the centered normal law is legitimate. This is not the always the case, as for 
instance for the residuals of a fit from of an 𝜖-SVM model. 
  



 
 

Step by step instructions 
 

Exercise 1: 
 
In this first part of the tutorial, the IUPHAR_5HT2B.sdf file is loaded into InstantJChem. 

Instructions Comments 

  

• Start InstantJChem.  
• Click on the main File->New Project… or 

alternatively click on the  icon indicated on 
Figure 1. 

It is essential to work with a database, 
in order to include or exclude easily 
some instances and to easily check all 
available information on a given 
instance. 

 

•  Start the software InstantJChem 
(Figure 1). Start a new project to open 
the New Project wizard. 

 
Figure 1: The InstantJChem software starts with a Dashboard summarizing user’s 
projects. To start a new project, click on the framed icon 1 in red in this picture. To 
import a dataset click the framed icon 2. 

• Select the IJC Poject (with local database) 
option, and then click on Next (Figure 2). 

• In the next step, name your project as 5-HT2B 
in the field Project Name. 

• Choose a proper folder in the field Project 
Location (Figure 3). A good choice can be the 
folder containing the tutorial files. 

• The field Project folder is adequately set 
automatically. 

• Click the Finish button. 

These operations create a new 
directory named 5-HT2B that will 
contain the database. Yet, the 
database contains no data so far. 

The 5-HT2B directory will contain 
everything that will be needed to 
manage a local database. 



 

Figure 2: Project creation wizard. Chose the second option that creates a project and 
setup a local database in one step. 

 

Figure 3 : Second step of the project creation wizard. Once a project name and 
location is set, the project folder is set automatically. 

 

 



• Click on the main File->Import File… or 
alternatively click on the  icon indicated (see 
Figure 1). 

• Choose the file IUPHAR_5HT2B.sdf then click 
on the Next button (Figure 4). 

• Then check the frame labeled Field in file. 
Click on the item CdId and then on the button 
Add. 

• Set the Display name of this field as Original 
CdId (Figure 5).  

• Click the button Next. 
• At the end of the loading process, click the 

button Finish. 

The wizard guides the user thru 
the process of importing the 
chemical structures with their 
additional information into the 5-
HT2B database. 

During the process, the original 
CdId field from the file is not 
automatically imported because it 
seems to be a duplicate of the 
default CdId field generated by 
InstantJChem during import. 

It is therefore necessary to force 
the import and to rename it as 
Original CdId. The name of the 
database field is automatically 
updated from the display name. 



 

Figure 4: File and table details of the import wizard. 

 

Figure 5: Field details interface. Be sure to import the CdId from the input file, after 
renaming it “Original CdId”. 



• In the grid view of the 5-HT2B database, 
click the button  located in the top left 
corner and select the Open Column 
Manager option (Figure 6). 

• Select the items CdId, MolWeight and 
Formula from the right hand frame then click 
the Remove button (Figure 7). 

The automatically generated fields 
are disturbing for the management of 
the database in the present case. 
Therefore, it is advised to hide them. 

The database is now ready to use 
(Figure 8). 



 

Figure 6: The widget configuration menu of the grid. 

 

Figure 7: The column manager interface. Remove confusing columns: CdId, MolWeight 
and Formula. 



 

Figure 8: State of the InstantJChem interface, once the 5-HT2B data has been loaded. 



Exercise 2: 

In the second part, the IUPHAR-5HT2B.sdf file is used to generate an external cross-
validation framework.  
 
• Start the ExtCV software (Figure 9). 
• Use the interface (1, in the figure) to select 

the file IUPHAR-5HT2B.sdf. 
• Choose a cross-validation experiment in the 

menu (2) indicated on the figure. 
• Edit the boxes (3) to set the number of folds 

to N=4 and the number of repetition of the 
experiment to k=1. 

• Click the button Run!. 

The tool will create new folders called 
CVIteriFoldj, where i and j refer to a 
particular iteration and fold 
respectively. Inside each of these 
folders, are located the corresponding 
training and test sets. They are the 
files train.sdf and test.sdf.  

During the procedure, the training set 
and test sets are isolated from each 
other. The calculation of the 
molecular descriptors being 
separated train and test sets, it is not 
possible to transfer information from 
the test set to the train inadvertently. 
Beside, it forces the modeler to 
produce a complete chain to apply his 
models to the test data. 

 

Figure 9: Interface of the ExtCV software. The edit field and the button to its right (1) is 
used to select an SDF file, the combobox interface (2) is used to choose a validation 
protocole and the numeric text edit (3) are used to set the parameters of the validation 
(N iterations and k repetitions). 

• Start the xFragmentor software (Figure 10). 
• Click the button Add SDF to add all the 

train.sdf files located in the directories 
CVIter1Fold*. 

• Add also the file IUPHAR_5HT2B.sdf. 

During this step, all the files train.sdf 
are analyzed and ISIDA substructural 
molecular fragment (SMF) descriptors 
are computed. 



• Click the button Add fragment to add to the 
fragmentation algorithm, a simple atom 
count. 

• Choose the IIR fragment topology from the 
Select a topology combo box. 

• Set the Min length to 2 and the Max length 
to 4. 

• In the combo box Select a coloration 
scheme for atoms, select the option A. 

• In the combo box Select a coloration 
scheme for bonds, select the option B. 

• Tick the box Use formal charge. 
• Click the button Add fragment. 
• Type the word “affinity” into the SDF field of 

interest text edit. 
• Click the button Run!. 

More specifically, these descriptors 
are counting the number of atoms of 
each type (fragments of type E) and 
the number of atom centered 
fragments composed of paths of 
uniform length, the length varying 
between 2 and 4 atoms. The atom 
types and bond types are recorded 
into the fragment and the formal 
charges, if any, are annotated 
(fragments of type IIAB_R(2-4)_FC). 

In the folder containing a target SDF, 
the software creates several files: 

• An XML file recording the state 
of the software when it 
generated the ISIDA SMF 
descriptors. 

• A HDR file, containing the list 
of molecular fragment hashed 
from the chemical structures. 

• An SVM file that is a sparse 
storage of the molecular 
descriptor values. 

• An ARFF file that condense in 
one file the information of the 
HDR and SVM file, and can be 
used in the Weka data mining 
software. 
 

During the procedure, the values 
found in the field named affinity into 
the SDF file are reported into the 
molecular descriptor files. It the value 
is missing it is replaced by a question 
mark (“?”). This field is considered as 
the target property of the QSAR. 

• Click the button Save XML. 
• Save configuration as train_E_IIAB_R(2-

4)_FC.xml. 

Save the current configuration of the 
software. It can be reloaded, so that 
exactly the same fragmentation can 
be reproduced later. 

• Recursively select each line in the frame 
List of SDF files to process and click the 

During this step, the ISIDA SMF 
descriptors are computed on the 



button Remove SDF. 
• Click the Add SDF button and select each 

test.sdf file in the folders CVIter1Fold*. 
• Tick the box Use predefined fragments. 
• Tick the box Use only those fragments. 
• Type “train_E_IIAB_R(2-4)_FC” into the text 

edit of the frame Use predefined fragments. 
• You can check that there are no misspelling 

by clicking on the button Check. 
• Click the button Run!. 

test.sdf files, using the same 
algorithm as the train.sdf files, and 
the same molecular fragment 
dictionary (numbering). 

If new fragments are discovered in 
the process (and subsequently 
ignored), a “!” will appear in the log of 
the interface, near the index of the 
chemical structure.  

Therefore, the test.* files generated 
by the software are ready to be used 
as external test sets for models build 
and optimized in the train.* files only. 

 

Figure 10: Interface of the xFragmentor software. The zone (1) is dedicated to define 
the list of SD files to compute molecular descriptors. The zone (2) is used to setup and 
combine fragmentation algorithms. The zone (3) is used to generate molecular 
descriptors using predefined fragments. 

Exercise 3: 

In the third part, SVM models are optimized on the training sets. Then, the model is 
applied to the corresponding test set. 

• Open the Weka software. 
• Choose the Experimenter tool (Figure 11). 
• Click the button New. 
• Type “ExtCVtrain.arff” into the Results destination 

text edit. 
• Into the Experiment Type frame: 

o Set the menu to Cross-validation 

The Weka Experimenter 
software automatizes the 
process of running a set of 
machine learning methods, 
with various configurations 



o Set the Number of folds to 4 
o Select the Regression radio button 

• In Iteration Control set the Number of Iteration to 4. 
• In the Datasets frame, click the button Add to add 

each of the files train_E_IIAB_R(2-4)_FC.arff located 
in the folders CVIter1Fold*. 

• In the Algorithms folder, click the button Add new and 
accept the default method (ZeroR) 

• Click the button Add new again. 
• In the pop up window, click the button Choose. 
• From the Weka hierarchy of machine learning 

methods, chose GaussianProcesses (Figure 13). 
• Set the filter type to No normalization/standardization. 
• Set the noise value to 1. 
• Click the button OK. 
• Repeat the process, add other Gaussian Processes, 

differing only by the noise value. Set the noise to 
integer values from 1 to 10. 

• Click the button Save… and create an experiment file 
called ExtCVtrain.exp. 

• Into the tab Run click the button Start. 
 

 

on a series of training sets. 

It is used on the training sets 
in order to estimate the 
optimal value of the noise to 
use later with the 
GaussianProcesses method 
in the current situation. 

The methods needs to 
decide the shape of a 
covariance function, that is 
identified to a kernel. Using 
ISIDA molecular descriptors, 
a simple but efficient choice 
is a linear kernel (the default 
value for the method) and 
no transformation of the 
descriptors’ values. 

The configuration of the 
experiment is saved in a file 
named ExtCVtrain.exp. So, 
this setup can be reused at 
any time. 



 

Figure 11: Interface of Weka Experimenter. The top frame (1) is used to prepare the 
experiment: either prepare a new one, load or save an experiment. The frame below (2) 
is dedicated to saving the experiment report. The next frame (3) is the design of the 
experimental protocol: how model performances are evaluated and how many times the 
experiment is repeated. The bottom left frame (4) stores the datasets that are being 
processed and the bottom right frame (5) lists the machine learning methods to be 
experimented. 

 

Figure 12: Location of the Gaussian Processes into the hierarchy of Weka machine 
learning methods. 



 

Figure 13: Weka interface to configure a Gaussian Process method. 

 

• Click the Analyse tab to display the 
analysis interface of the experiment 
(Erreur	!	Source	du	renvoi	introuvable.). 

• Click the button Experiment. • Click the button Experiment. 
• Set the Comparison field to 

Relative_absolute_error. 
• Click the button Perform test. 
 

The analysis interface displays the 640 
results into a table. By default, lines are 
datasets and columns are methods. 

The default method, ZeroR, should be 
the first one. This method consists in 
using as a regression method, the 
average of the property. In other words, 
using this model, all compounds are 
predicted the same value which is the 
average pKi value on 5-HT2B as 
observed on the training set. 

This analysis tool does pair comparison 
between the first method (here, ZeroR) 



and other methods (the Gaussian 
Processes). The symbols (V/ /*) are 
used to annotate those results that have 
larger, equivalent or lower value, 
respectively, compared to a base line 
classfier. Currently the base line 
classifiere is the model ZeroR that 
consist into assigning the average pKi 
value to any instance. The bottom line 
summarizes the number of datasets for 
which the evaluated method got higher, 
equivalent or lower values compared to 
the reference. 

In the present case (Figure 15), the 
relative mean absolute error is used to 
check the models. Two conclusions 
emerge. First, the lowest errors are 
usually obtained for noise values about 
3 or 4. 

However, these results are not 
annotated with an asterisk (*), meaning 
that they are no convicingly better than 
the base line model (ZeroR). 

These discrepancies are partly due to 
the small size of the dataset, to the low 
number of iterations in the experiment 
setup and to the presence of outliers. 

In the following the value of 4 is 
assumed to be the optimal noise level. 

 



. 	

Figure 14: Analysis interface of Weka Experimenter	

 

Figure 15: Example of results of Gaussian Processes with noise between 1 and 10, 
compared to a Zero rule model. The quantities tested are relative mean absolute errors. 

• Create a new directory named testsets. 
• Copy each test_IIAB_R(2-4)_FC.arff file 

into the testsets directory and rename it 
so that it is prefixed by its original folder 
name followed by _affinity_test.arff. 

o For instance the file CVIter1Fold1/ 
test_E_IIAB_R(2-4)_FC.arff is 
copied as the file 
testsets/CVIter1Fold1_affinity_test
.arff 

• Edit each ARFF training dataset file. 
Change the name of the relation so that it 
starts by the name of the folder in which 
it is located followed by _affinity. 

o For instance, in 
CVIter1Fold1/train_E_IIAB_R(2-
4)_FC.arff, the relation line should 

To automatize the evaluation of the 
models on their corresponding external 
test set, some reorganization is needed. 

First, Weka expects that all test sets are 
located in the same directory. Second, 
the name of the test set file is derived 
from the name of the relation (the 
keyword @RELATION in an ARFF file). 
These names were generated by ISIDA 
Fragmentor, that follows a different 
logic. Therefore, some editing is 
needed. 



be @RELATION 
"CVIter1Fold1_affinity". 

 
• In the Weka Experimenter software, click 

on the Setup tab. 
• In the area 1 in Figure 11, set the 

Experiment Configuration Mode to 
Advanced. The interface changes and 
should look like in Figure 16. 

• In the area 2, click on the button New. 
• In the area 3, click on the default method 

InstancesResultListener to open the 
configuration interface, and change the 
name of the outputFile to ExtCVtest.arff 
inside the working directory. 

• Set the value of Runs values from 1 to 1. 
• Click on the testsetDir text edit to set its 

value to the directory testsets containing 
the test datasets. 

• Click the button Choose of the Result 
Generator frame and select 
ExplicitTestsetResutProducer. 

• Click the word 
ExplicitTestsetResutProducer to open the 
configuration interface (Figure 17). 

• Click the button Choose of the 
splitEvaluator frame and choose 
RegressionSplitEvaluator. 

• Click the RegressionSplitEvaluator to 
open a new configuration interface 
(Figure 18). 

• Click the button Choose of the classifier 
frame. 

• Select the GaussianProcesses item 
(Figure 12). 

• Click on the word GaussianProcesses to 
open the related configuration window. 

• Configure the method as in Figure 13. 
• Validate all the configuration interfaces 

by clicking on the buttons OK. 
• Click the button Save and save your 

setup as ExtCVtest.exp. 

In this setup, the models are prepared 
on the training set files. For each 
training set, the performances of the 
model is evaluated on the 
correspondong test set. 

In this configuration, the Runs are 
individual evaluation procedures on all 
datasets. For instance, in the frame of a 
cross-validation, one run would be one 
fold of cross-validation for each dataset. 
In the present case, repeating the 
training test operations without any 
change on the training set nor the test 
set is useless : the results would be 
exactly the same for each run. This is 
why, it is set to 1. 

Finally, it is a good idea to save the 
experimental setup. 



 

Figure 16: Weka Experimenter Advanced mode configuration interface. The top frame 
(1) is used to prepare the experiment: either prepare a new one, load or save an 
experiment. The frame below (2) is dedicated to saving the experiment report. The next 
frame (3) is the design of the experimental protocol: it controls the runs of experiment, 
the type of model build on the training sets and how they are evaluated. The bottom left 
frame (4) stores the datasets that are being processed. 

 

 



 

Figure 17: Configuration interface of the ExplicitTestsetResultProducer. 

 

Figure 18: Configuration interface of the RegressionSplitEvaluator. 



 

Figure 19: Example of Gaussian Processes performances on the external test set with 
a noise to a value of 4. 

• Click the Run tab. 
• Click the button Start. 
• Click the Analyse tab to display the 

analysis interface of the experiment 
(Erreur	!	Source	du	renvoi	introuvable.). 

• Click the button Experiment. • Click the button Experiment. 
• Set the Comparison field to 

Relative_absolute_error. 
• Click the button Perform test. 

 

Typical results provided in Figure 19. 
Generally the results are improved 
compared to the cross-validation 
experiments (Figure 15). This is an 
expected result since now the entire 
training set is used for model fitting, in 
view of external cross-validation on the 
test set. By contrast, in the previous 
experiment, the training set itself 
underwent internal cross-validation, never 
being used as a whole for model fitting  

Second, it is interesting to note that the 
datasets that performed best in internal 
cross-validation are those that generalized 
less in external cross-validation. This 
paradoxal result, the discrepancies during 
the optimization of the noise of level of the 
Gaussian Processes, are clues that the 
dataset might contain some outliers. 

Exercise 4: 
 
The last part of the tutorial will focus on the identification of outliers in the dataset. 
 

• Start the Weka Explorer software (Figure 
20). 

• Click the button Open file… and load the 
file IUPHAR_5HT2B_E_IIAB_R(2-4)_FC.arff. 

 

If some points are outliers, then they 
shall be difficult to fit by a non-
overfitted model. The external cross-
validation procedure basically 
identified a procedure to build a non-
overfitted model on the dataset. 
Therefore, the full dataset is now 
loaded into the Weka Experimenter 



and will be studied in detail. 

 

Figure 20: The Weka Explorer software preprocessing mode. 

• Click the Classify tab (Figure 21). 
• Click the button Choose and select the 

GaussianProcesses item. 
• Click the GaussianProcesses word and set 

the configuration interface as in Figure 13. 
• Click the Cross-validation radio button and 

set the Folds value to 4. 
• Click the button Start. 

During this procedure, the 
GaussianProcesses is used with the 
optimal setup identified with the Weka 
Experimenter. 

More detailed statistics are obtained 
(Figure 22). The performances are 
consistent with those obtained using 
the Weka Experimenter software. 



 

Figure 21: Interface of the classification mode of Weka Explorer. 



 

Figure 22: Cross-validation results of Gaussian Processes in the Weka Explorer 
software. 

• Click the Supplied test set radio button 
then, the Set button. 

• Choose the file 
IUPHAR_5HT2B_E_IIAB_R(2-4)_FC.arff 
as test set file. 

• Click the button More options…(Figure 23). 
• In the configuration interface that opens, 

click the button Choose then select the 
CSV item. 

• Click the Start button. 

During this procedure, the 
GaussianProcesses is used with the 
optimal setup identified with the Weka 
Experimenter. 

Some statistics are reported (Figure 
24). The performances are consistent 
with those obtained using the Weka 



• Right click on the line of the Result list 
corresponding to the fit results and select 
the option Save result buffer. 

• Name the output file GP_Fit_all.out. 

Experimenter software. 

The estimated affinity value of each 
compound, along with the 
experimental value are provided into 
the log of the calculations. This output 
will be analyzed with another software, 
and therefore it must be saved into the 
file GP_Fit_all.out. 



 

Figure 23: The additional options of the classify tool of Weka Explorer. 



 

Figure 24: Weka Gaussian Processes model fit statistics. 



 

Figure 25: To save the log of the calculation, right-click on the line of the Result list 
corresponding to the experiment to save, then select the Save result buffer option. 

• Open the file GP_Fit_all.out using the 
software ModelAnalyzerR (Figure 26). Use 
the file IUPHAR_5HT2B.sdf as the source 
of information on chemical structures. 

• Then click the OK button. 
• Search for the worst predicted compound 

and identify this compound in you 
InstantJChem database. 

• Find the article referring to this molecule 
and search for a reason to keep or exclude 
the compound. 

The ISIDA/ModelAnalyzerR software 
computes performance statistics of the 
models, provide interactive 
experimental versus estimated values 
and REC plots. Each point on the plots 
is linked the chemical structure 
information in the provided SDF file. 

It is easy to notice an outlier. The 
Grubbs test outputs a value of 3.4 
located in between a risk of 5% and 
1%. This is therefore a data point to 
consider. 

The point corresponds to the entry 19 
of the database, melatonin (Figure 
27). This value is determined in the 
reference [18], provided as the file 
12750432.pdf. 

In this work the affinity of 5.2 of 



melatonin was reported by 
displacement of radiolabeled 
melusergine. However, on page 957 
the authors stated: “Melatonin (…) 
partially attenuated the action of 5-HT, 
although only about 50% of inhibition 
was acquired even at a concentration 
of 100 µM. It was not possible, for 
reasons of solubility, to evaluate 
higher concentrations of melatonin.” In 
other words, the ligand is weak and 
measured at the limits of its solubility, 
in these conditions, the reported value 
is better understood as a qualitative, 
highlighting the importance of 
agomelatine. This is a good reason to 
exclude the entry from the study. 



 

Figure 26: Interface of the software ISIDA/ModelAnalyzerR. The names of input files 
are provided in area 1. If multiple models are available, they can be selected in area 2. 
Molecules are depicted in area 3. Statistical parameters are reported in the text box 4. 
The experimental versus estimated values are plotted in area 5. The REC is plotted in 
area 6. 

 

Figure 27: Melatonin. The first outlier identified in the dataset. The database activity is 
5.2. 

• In the InstantJChem database, get the 
Original CdId of the outlier. 

• Click the button Query. 
• In the Cell Original CdId, type the 

command “Not in list” followed by the 
Original CdId of the outlier. 

• Click the button Run Query. 
• Click the button Export to file ( , Figure 8). 

Save the file in SDF format as IUPHAR-
5HT2B-33.sdf, in the directory of the 
tutorial. 

• Click the button Next and be sure not to 
include the fields CdId, Mol Weight and 
Formula. 

• Click the button Next then Finish. 

In this step a new dataset is created 
without the outlier chemical structure. 

• In the xFragmentor software, click the 
button Read XML. Chose the file 

During this step the ISIDA SMF 
molecular descriptors are computed 



IUPHAR_5HT2B_E_IIAB_R(2-4)_FC.xml. 
• Remove all SDF files from the left hand 

side window with the Remove SDF button. 
• Click the Add SDF button and add the file 

IUPHAR-5HT2B-33.sdf. 
• Click the button Run!. 

for this new dataset. 

• In the xFragmentor software, click the 
button Read XML. Chose the file 
IUPHAR_5HT2B_E_IIAB_R(2-4)_FC.xml. 

• Remove all SDF files from the left hand 
side window with the Remove SDF button. 

• Click the Add SDF button and add the file 
IUPHAR-5HT2B-33.sdf. 

• Click the button Run!. 

During this step the ISIDA SMF 
molecular descriptors are computed 
for this new dataset. 

• Start the Weka Explorer software (Figure 
20). 

• Click the button Open file… and load the 
file IUPHAR-5HT2B-33_IIAB_R(2-
4)_FC.arff. 

• Click the Classify tab. 
• Click the button Choose and select the 

GaussianProcesses item. 
• Click the GaussianProcesses word and set 

the configuration interface as in Figure 13. 
• Click the Cross-validation radio button and 

set the Folds value to 4. 
• Click the button Start. 
• Click the Supplied test set radio button 

then, the Set button. 
• Chose the file IUPHAR_5HT2B-

33_E_IIAB_R(2-4)_FC.arff as test set file. 
• Click the button More options…(Figure 23). 
• In the configuration interface that opens, 

click the button Choose then select the 
CSV item. 

• Click the Start button. 
• Right click on the line of the Result list 

corresponding to the fit results and select 
the option Save result buffer. 

• Name the output file GP_Fit_all-33.out. 

A new GaussianProcesses is build 
using the Weka software. The model 
building uses the same optimal 
paramterization as discovered 
previously with Weka Experimenter. 

During the cross-validation procedure, 
the performances of the model are 
enhanced. At the fitting stage the 
same observation is made. 



 

Figure 28: Cross-validation results of Gaussian Processes, without the melatonin data. 

 

Figure 29: Gaussian Process fit statistics, without melatonin. 

• Open the file GP_Fit_all-33.out using the 
software ModelAnalyzerR. Use the file 
IUPHAR_5HT2B-33.sdf as the source of 
information on chemical structures. 

• Then click the OK button. 
 

Now, there are no compounds that 
can be identified as an outlier, or even 
be suspected to be an outlier. 

 

Conclusion 

During this tutorial, a very cautious workflow is illustrated, using external cross-validation 
to assess the predictive power of the QSAR model generated and internal cross-validation 
to estimate the optimal parameters of the machine learning method used. These optimal 
parameters are a guarantee that the models will be neither over-fitted nor under-fitted. 

During the process, it was suspected that some point of the initial data could be 
pathological. The machine learning method with optimal parameters is used to fit the 
training set. The outlier data should be the data point most difficult to fit. Removing this 
point, the performances of the model are improved. 

An important point, not illustrated by this tutorial, is that outliers may also depend on the 
molecular descriptors and of the machine learning method used. Therefore, an obvious 
solution to make outlier detection more robust is to repeat the procedure with different 
molecular descriptors and different machine learning algorithms. 



Using this strategy, it is possible to prioritize several suspicious points. Yet, if the content 
of the dataset has changed because of the removing of one or more outliers, the whole 
procedure of internal cross-validation optimization of the machine learning parameters and 
of the external cross-validation estimate of generalization should be repeated. 
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