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Development of new computational methods for the prediction of protein-ligand interactions is 
stimulated by the growing demand in drug discovery for the efficiency and accuracy of virtual 
screening. To computationally analyze numerous compounds, extremely fast techniques are required. 
Therefore, improving their speed and accuracy is an active research field in structural 
chemoinformatics. Machine-learning and statistical potentials are thus very often employed for the 
selection of the most probable binders to a target protein. In this talk I will demonstrate how machine-
learning can be used for structural predictions in general, and, more specifically, how to use it for the 
parametrization of small molecules [1,9] and for the training of a free-shape distance-dependent 
protein-ligand potential [7,8].  
 
Unlike knowledge-based methods based on Boltzmann statistics, or physics-based methods, in our 
approach, called Convex-PL, we do not impose any functional form of the interaction potential. Instead, 
we use an optimization technique, accepting that the target binding energy value is decomposable into 
a polynomial basis with unknown expansion coefficients. These are then deduced from the structural 
data collected from protein-ligand complexes using a convex formulation of the optimization problem, 
similar to our protein-protein interaction potentials [2,3]. The training set consists of the complexes 
taken from the PDBBind database. We generate false poses with constant RMSD rigid-body 
deformations of the ligands inside the binding pockets. This allows the obtained potential to be 
generally unbiased towards other molecular docking methods, which are often used for decoys 
generation.  
 
We first tested Convex-PL in the CSAR 2013-2014 and D3R 2015-2016 blind assessments [4,5], 
where it successfully predicted the binding poses. For a more general validation, we assessed it using 
data from D3R Grand Challenge submissions and the CASF 2013 study [6], which includes the 
docking, scoring, ranking, and screening tests. Our docking and ranking test results outperform the 
other 20 methods previously assessed in CASF 2013. Also, Convex-PL performs better than average 
in the scoring test. Finally, I will discuss the current challenges in virtual screening and protein-ligand 
docking. Specifically, I will put attention into the importance of modelling protein flexibility and multiple 
conformational states upon binding to small molecules [10]. 
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