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Download your materials

* Download URL (tinyURL to Renater FileSender
repository):

v https://tinyurl.com/y99km3nd

= Content (<150Mo when unziped)

v Softwares
e ExtCV.exe, xFragmentor.exe, xModelAnalyzerR.exe

v Datasets

e Datamining
5-HT2B (a database)
IterO (tutorial directory)
lterl (result after the tutorial)

e Pubmed
Relevant articles




* The IUPHAR 5-HT2B dataset

v 88 compounds
v Affinity values
e pKi, pKd
e Mostly human
v Type
e Agonist
e Antagonist
v Bibliography
e PubMed Ids




Expressed in forebrain
cerebral cortex

Famous 5-HT2A agonist

CH,

IMPLICATED iN
FLOWER PEWER




Expressed in CNS

Example 5-HT2C
antagonist

OH

Lcu,
N

H

v Methysergide

CH,

Implicated into:
obesity, seizure, psychotic

disorder



5-HT2B, the onti-target

Expressed into
« Liver

* Kidney
* Heart

Example ligands:

Aot

Benfluorex

Drug induced
valvular heart

L~ disease
=5 e



" Goal:
v Create a database of 5-HT2B ligand

= Software:

v InstantJChem
" File

v [UPHAR 5HT2B.sdf
= Qutput

v Directory 5-HT2B

I
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Create alocd database

1. Choose Project Categories: Projects:

2. General O |C Project (empty)

O |C Project (with local database)
O |C Project (local database with demo dat:z

Description:

Instant JChem :
New Instant JChem project with local database

&




Configure locd database

Steps 1JC Project Name

1. Choose Project : - B

2. 1JC Project Name Project Name: 5-HT2B
Project Location:  /Users/marcou/Desktop/Tutorial| Browse...
Project Folder: /Users/marcou/Desktop/Tutorial/5-HT2B

Close Already Opened Projects

Help < Back Next > _ Cancel



Load an SDF into the database

Steps File and new table details

1. Select schema

2. File and new table Database: = localdb

details

3. Field details ;
F ,

4. Monitor import lle to import:  /Users/marcou/Desktop/Tutorial /IUPHAR_SHT28.sdf
File type: Structure file - SDF B
Table details: [ New structure entity (using JChemBase table) [V
Summary:

10 fields found:

Records read: 88
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SDF field management

Steps Field details

1. Select schema

2. File and new table - - - -
details Fields in file Fields in database

3. Field details Add > 23 Cdid

4. Monitor import Cdid + .. Structure [Structure)
Mol Weight < Merge > 12% Mol Weight
Formula Ao Formula

e A target_species

A lgand

A type

\ affinity_units

123 affinity

A pubmed_id

Original Cdid (CdId

< Remove

Move up

L A I I

M e d

New field type: 21 Integer Field B
Display name: Original Cdid
o Required: FALSE B
Default value:

DB Column Name: Original_Cdld




Grid view column management

Available fields: Selected fields:

. Cdid ISt y—
New Standard Fielc 75 o rTES I
New Chemical Terr Aeformua e Remove. TA ey uois
New Calculated Fie < Resmove All LA oubmnd &

123 Original Cdid
1 New Row...
Data
v Fit table to screen
Adjust columns wi
Customize Widget.
2Zoom: Cancel | NN
-

P



Fnd state of the interface
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A database of 5-HT2B ligands

« Access to chemical structures, affinity, type, identifier, bibliographic
references

« Possibility to edit the dataset: structures, instances and values



= Goal:
v Set up an External Cross-Validation procedure

= Software:

v ExtCrossValidate
v XFragmentor

= File
v IUPHAR_5HT2B.sdf
= QOutput

v Directories CVlteriFoldj, files train.sdf and test.sdf

v ISIDA Substructural Molecular Fragments, files *.hdr, *.svm,
*.arff
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Software: ExtCrossVdidate

Mining/Iter0/IUPHAR_SHT2B.sdf . 1 Select the _
IUPHAR_S5HT2B.sdf file
2 Choose Cross Validation

m Cross Validation | aatl

3 Set 1 iteration to 1: k=1
and 4 folds: N=4

|
Store all train and test sets

into a folder named CV

y



External Cross-Validation

4- Fold Cross Validation

Dataset Fold1l Fold2 Fold3 Fold4

\/ \/ \/ \/ CV Each fold produces a
dedicated training

l% Iter 1figzih tes tff@m| 2es tFaititesdF old4 . SAf 4 tect files in a

Each compound is used
once in a test set.

Training and test sets
are structural files.

e+ esd HkeddidesdFold4.sdf  girectory named cv.

"
= |-




Software: xFragmentor

List of SDF files to process

ktop/Tutorial /CViter1Fold1 /train, s
ktop/Tutorial /CViter1Fold2 /train, s¢
ktop/Tutorial/CViter1Fold3/train, s¢
ktop/Tutorial /CViter1Fold4d /train. s¢
ktop/Tutorial /IUPHAR_SHT28.sdf

Add SDF

1 Remove SOF
SOF field of interest
affinityl

I IIIIHIIIRIIRIIRIIIIIIRNK,

ISIDA/ xFragmentor

Université de Strasbourg, 2016

VS AN AVEA VAR VAR VR VMV VRV VRV ER RS

Select a topology

IR (Atom centered, homogeneous path s  Add Fragment €

Min length
2 - B

Max length

Select a coloration scheme for atoms

A Atom type

Select a coloration scheme for bonds
8 Bond type

Atom Pairs
Do All Ways
Use Formal Charges

0 Do not use marked atom

TAB_R(2-4) FC
2 Delete Fragment

Read XML

B Swexwm

f header hles

3

a Get atom contribution to fragment

Quit Reset Run!




ISIDA frogments

atoms and bonds Augmented atoms

Sequences of atoms and bonds .
(a central atom and his

containing
Nmin >2 to Nmax< 15 atoms direct neighbours)
O\ C & O\ O
\C / ? @) N
s O
N \
0 C
N — N \! / C C
N— N / /
\C N —c\ N — N\
o) / M o C
N\ 2 N—C
N — N / / Q\
\ e C L
C \ \\—/ "
_ )F ¢ \
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ISIDA Substructural Molecular

Fragments .

DataSet RS C N e e\‘: é\o'c O,% .

:
>(kC\A> e T A
Il | | | |
ooooooooo’i 8 . ‘IE 15 El EO

Q/ACG\'-......» j 1 1 1

_  Etc ISIDA FRAGMENTOR . . . . .
o the Pattern matrix



Compute training set descriptors

Add SDF files (area 1)
v IUPHAR_5-HT2B.sdf
v CV/trainlteriFoldj.sdf

= Add Fragmentations (area 2)

= : 2 = v Atom count: E
- v Atom centered of length 2 to 4:
" o IAB(2-4)
e | T ——— v Use formal charge: FC

= Save configuration
v Click the Save XML button

v Name the file train_E_IIAB_R(2-
4) FC.xml

Click the Run button

s e 20
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Compute test set descriptors

= Remove all SDF files and add test
SDF files (area 1)
v Remove IUPHAR 5-HT2B.sdf

v Remove CV/trainlteriFold;.sdf
v Add CV/testlteriFoldj.sdf

.....“._1 — " = "= Check the tickbox Use Predefined
———ElST m——— Fragments (area 3)
- v Leave Basis name to default value
- or empty
N i B omm— 3 = Use the Check button (optional)

v You should receive the message All
hear files were found.

= Save configuration
v Click the Save XML button

v Name the file test_E_IIAB_R(2-
4) FC.xml

= Click the Run button

s e 21
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Fles created by xFragmentor

. GRELATION */Users/sarcou/Deshtep/Tutorial/CViterifolal/test. sar”
« XML:
. . . SATTRIBUTE “C* NUMERIC
SATTRIBUTE “N* NUMERIC
Configuration file. SO —
SATTRIBUTE *(C-C),xC™ NUMERIC
GATTRIBUTE *(C-C-N),»C" NUMERIC
. : SATTRIBUTE *(C-C-N-C), (C-C-N-C),aC" NMUMERIC
e HDF <?7xml version="1.0" encoding=""U srmsute ~(c-0), (¢4, mpenic
. 2 i . 2t il 2 QATTRIBUTE *(C-8-C), (C-N-C) , xC" MUMERIC
Lic <Fragmentation Max="2" Min="2" ATOM earmIisuTe ~(C-#-CC), (C-N-C-N), (C-H-Co0) , 2C" MIMERIC
~ SATTRIBUTE *(N-C), IN-C), (N-C) , 8" NUMERIC
Y AtomFrg:"Fa Lse" Extended=""NOFX" Mar sarmisute =n-c-C), (8-C-C), (N-C-N) , (N-C+0) , 8" NUMERIC
AvrnmDasvre-"EaleaM NAaAT N \WWeaswie-"EalTecan ::::::JII: ::?ﬁ“‘,.*,:;ntfg NIMERTE
1. S 8.9% 1:22 2:3 3:2 7:1 10:1 13:1 14:1 16:1 17:1 18:1 19:1 39:1 42:4 45:7 46:1 48:1 62:2 63:°
S VM. & 13 : : i : i1 14:1 16: | il H : i4 45; i1 48 i2 83:
. 6.6 1:24 2:1 3:6 16:2 24:1 27:1 30:2 3112 39:4 42:2 45:0 46:2 48:3 108:2 134:1 315:2 117:2
g‘ . . :e.o 1:14 2:4 3:1 4:1 8:1 13:1 16:1 17:1 19:2 45:5 50:2 S2:1 S5:1 62:1 66:1 78:1 86:1 88:1 1
. 8.0 1:11 2:2 3:1 24:1 39:1 42:1 45:3 50:1 52:1 53:1 S5:1 S8:1 62:1 63:1 64:1 65:1 66:1 67:
4. MOIeCUIar descnptors (attrIbUteS)/ :a‘ss 1129 2:3 311 &:2 5:2 6:2 712 812 10:1 16:1 2411 2711 2811 30:1 31:1 32:1 3311 36:1 39
5 P t | | fl . g 8.2 1519 2:2 431 24:2 2751 32:1 3051 3451 36:2 3751 39:3 42:2 4331 4431 45:3 46:1 47:1 48
. Fo0 0022 2:4 352 432 701 10:0 130 1401 2631 371 A0 19:3 X001 A42:) 45:6 40:) 62:2 65:21
6. roper y vaiue (Va Ue) Hes In :e.u 1322 2:3 3:2 451 7:2 16:1 19:1 24:3 27:1 28:1 36:1 39:5 42:1 45:4 48:2 58:1 S2:1 $8:1
7.48 1:32 2:5 3:5 4:4 7:1 10:2 16:3 19:1 21:2 24:1 27:1 28:1 39:1 31:1 32:1 33:1 34:1 35:1
7. Sparse format. :u 1125 2:2 3:1 7:2 10:1 24:3 2711 2811 36:1 42:2 45:14 4614 48:8 74:1 B8:1 91:1 108:4 14,
8. 8.95 1123 2:2 3:3 €:4 1651 2351 2451 2711 2851 30:1 3111 32:1 3311 3431 3551 M:2 3711 3914
B 7.9 2120 202 350 2450 2750 201 0904 4210 450 40:2 4014 501 5211 31 851 M1 1w
9. EaCh mOIGCLIle CorreSpond tO one 9.0 1:18 2:4 3:2 4:1 702 10:3 24:3 2711 2811 42:2 45:7 46:3 48:3 88:2 91:1 108:2 110:1 149
10. ©6.0 1:22 2:1 3:3 24:3 2751 2811 3611 30:3 42:2 45:7 4613 48:2 68:1 74:2 107:2 108:2 109:1
H 1 1 6.9 1117 211 312 2401 2701 2811 3911 3111 32110 3311 3912 4215 4515 4613 481 S4:11 6011 108/
11. I|ne, N Order Of appearance N the £7.1 1119 213 ) 214 1052 1311 1611 1711 2412 2711 39i1 4314 4812 1301 10611 23211 23011 4,
12 . (.1 1111 RN IDE BEFIELMVMEINEINDEITERIDE IR BRI NE RN I
. SDF f|le 0.9 1104 202 311 2402 3000 4211 4513 5013 5203 S3i S501 6211 6311 6511 6611 6711 7011 8416
13. . £9.0 1118 201 310 2408 0rh 4202 4510 4014 4B O8:) 10812 310:2 1331 11512 13711 13803 AN3:
§ 6.6 1119 250 3:2 411 751 1620 1900 0L 42511 A5:0 A0 4B 55:2 71 1020 125 1y
145 ARFF :—:8.5}' 13127 2:3 311 4:1 1651 2413 2711 2811 39:3 42:3 4518 4614 4812 62:1 63:1 6311 €812 7810y
15. ' {022,13,22,33,62,1353,183,233,261,2713,351, 385,411, 444,472, &9
16 i 3 {032,15,25,34,61,92,153,181,202,231,261,271,291, 301,311, 321
17, Molecular descrlptors (attrlbuteS)/ 25 12, 21, 62,93, 203, 263, 271, 351, 412, 44 14, 454, 478, 11, 87 1, 9
18' f . {023, 12,23, 34,151, 201, 231,261,271, 291,31, 301,321,131, %1,
{023, 12, 21,233, 261, 271, 384, 412, 448, 452, 474,491, 511, 521, %41, 5
19: Property Value (Value) IIeS In {018, 14,22, 31,62,91,233,261,271,412, 447,453, 473, 872,901, 107 .
. . {022,11,23,233,261,271, 351, 383,412, 447, 453, 47 2, 67 1, 73 2, 106 2,
20. sparse format, com patlble with the 017,11,22,231, 261,271,291, 301,311, 321,382,415, 445, 453, 47 1, 5.
{019, 15 21,64,92, 123,151, 161,232, 261,381, 444, 472, 189 1, 1651, 2
E%DFJ. > Ursers/marcou/Desktop/Tutor {011, 12,23, 33,321,381, 411, 443, 471, 491,511, 523,541, 571, 591, 61
We §9 ﬁj {016,12,22,232, 381,411, 443, 491,511,521, 541,611,621, 641, 651, 6
> < >/users/marcou/DeskKtop/Tut e s, 13, 21, 231, 381, 412, 449, 454, 47 3, 67 3, 107 2, 109 2, 110 3, 114 2, 116
- 1 1 015, 13,22, 33,613,151, 191,381, 411, 446, 451, 471, 542, 981, 101 1, 11
Congatenate.informationfrom: R A 5 T A I S A B A At e A B+

~ »~ HDR and SVM
’

22




= Division of the dataset into 4 sets of training and
test structural files

= Calculation of the ISIDA Substructural Molecular
Fragments descriptors

v Atom Count
v Atom Centered fragment including from 2 to 4 atoms

v Atoms and bonds standard annotation
v Formal Charge




= Goal:

v Setup Gaussian Processes models using only the
training sets.

= Software:

v Weka/Experimenter
" File

v CV/trainlteriFoldj.sdf and CV/train_lIteriFoldj_*.arff
= Output

v ExtCVtrain.arff
v ExtCVtrain.exp

o
’




Introduction to Gaussicn Processes

= Goal:

v Model a probability distribution of the property.
o Y"" y''are random vectors representing properties
o X" X' are the molecular descriptors matrices

- Ytrain N /O K(Xtmin : Xtrain) + 10,2 K(Xtrain ,Xtest)
- Ytest K ’ K(Xtest : Xtrain) K(Xtest : Xtest)

= Parameters of the method

v K(.,.) the kernel. In this tutorial, the linear kernel is
used.

v g2 the noise level. Closely related to the experimental
2. noise on the property.




Inference of Gaussion Processes

" Two quantities are inferred for a test set

v The mean vector
-1

<Ytest> _ K(Xtest,Xtrain)[K(Xtrain,Xtrain) + 10,2] Ytrain
v The covariance

0,2 _ K(Xtest ,Xtest) _

test
Y

K(Xtest : Xtrain ) [K(Xtrain ] Xtrain ) + 10,2 ]_1 K(Xtrain : Xtest )

()  Data points
(=) Mean vector
(=) +/- two variances




Wekao/Experimenter
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Wekao/Experimenter

l— v Click New.
S ——— v Results
S destination:
. DR “ExtCVtrain.arff”

v 4-fold cross validation repeated 4 times.
v Experiment type: Regression
v Add the training files to the Datasets

v Add the ZeroR method to the Algorithms

v Add Gaussian Processes method to the
Algorithms




Setup Gaussion Processes

Y (=
¥ [ Avow - Add Gaussian

Implements Gaussian processes for regression without ‘ More Processes:

hyperparameter-tuning. | Capabisties . no data
- batchsize | 100 transformations

Choose | weka.classifiers.functions.GaussianProcesses

debug | False + * Noise level in
doNotCheckCapablilities | False _'j the ra nge [1” 10]
filterType [No normalization/standardization v
kernel | Choose |PolyKernel -E 1.0 -C 250007
noise 1.0

numDecimalPlaces 2

seed 1

L Open... | L Save... J | oK Cancel




Fndlize the experiment

= Click the button Save...
v Save you setup as ExtCVtrain.exp
= Click the Run tab, then Start

J Setup Analyse ]

" Click the Analyse tab

[T o]




Analyze the experiment on training

data

* C(lick the Experiment button
* Set the Comparison field to Relative Absolute Error
* C(lick the Perform test button

Dataset (1) rules.Zer | (2) funct (3) funct (4) funct (5) funct (6) funct (7) funct (B) funct (9) funct (10) func (11) func

CVIiterlFoldl_affinity {16) 100.90 | 86.58 » B85.92+ 85,26+« 84,60+ 83,99+« B3.53+« 83,22+ 83,02+ 83,41+« 850
CViterlFold2_affinity {16) 100.99 | 89.82 « 89.31 « 88.77 88.24 87.99 87.60 87.33 87.15 87.16 87.55
1
J

(ViterlFold3_affinity {(16) 100.0 99.35 89.75 89.16 88.62 88.11 87.65 87.28 87.50 88.88 91.09
CViterlFoldd_affinity {16) 1.0 85.02 » 84.17 » 83.4]1 » 82.64 » 81.89 » 81.28 » 80.96 » 81.17 » 81.90 » 83.23 »

v/ /») | (0/1/3) (0/1/3) (0/2/2) (0/2/2) (0/2/2) (0/2/2) (0/2/2) (0/2/2) (0/2/2) (0/3/1)
Key:

{1) rules.ZeroR ** 450555&1&65867984

(2) functions.GaussianProcesses "~L 10.0 -N 2 -K \"functions.supportVector.PolyKernel ~E 1.0 ~C 250007\" -5 1' -8620066949967678545
(3) functions.GaussianProcesses "~L K \"functions.supportVector.PolyKernel ~E 1.0 ~C 250007\" -5 1' ~8620066949967678545
(4) Tunctions.GaussianProcesses -1 K \"functions.supportVector.PolyKernel ~E 1.0 ~C 250007\" -5 1' ~8620066949967678545
(S) functions.GaussianProcesses "~L -K \"functions.supportVector.PolyKernel ~-E 1.0 ~C 250007\" -S 1' -8620066949967678545
(6) functions.GaussianProcesses “~L { \"functions.supportVector.PolyKernel <E 1.0 ~C 250007\" -5 1' -8620066949967678545
(7) functions.GaussianProcesses "~L -K \"functions.supportVector.PolyKernel ~E 1.0 ~C 250007\" -5 1' ~-8620066949967678545
(B) functions.GaussianProcesses "~L K \"functions.supportVector.PolyKernel -E 1.0 ~C 250007\" -S 1' -8620066949967678545
(9) functions.GaussianProcesses ‘-L K \"functions.supportVector.PolyKernel -E 1.0 ~C 250007\" -5 1' -8620066949967678545
(10) functions.GaussianProcesses "~L 2 O N 2 K \"functions.supportVector.PolyKernel ~E 1.0 ~C 250007\" ~S 1' ~-8620066949967678545
(11) functions.GaussianProcesses "~L 1.0 -N 2 -K \"functions.supportVector.PolyKernel -E 1.0 ~C 250007\" -5 1' -8620066949967678545
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" The optimum noise level is deduced only from the
internal cross-validation on training sets.

v Optimal value about 4

" Different performances on different training sets
v Must be statistically demonstrated

" The test sets are fully independent.

v The setup of the model building is complete without the
help of the test sets




= Goal:
v External validation of Gaussian Processes models.

= Software:
v Weka/Experimenter

= File
v CV/trainlteriFoldj.sdf and CV/trainlteriFoldj_*.arff
v CV/testlteriFoldj.sdf and CV/testlteriFoldj_*.arff

= Qutput
v ExtCVtrain.arff
v ExtCVtrain.exp

I
’




Weka/Experimenter Advanced mode

Experiment Configuration Mode Mvan(ea_'J

Qpen... Save... 1 New

Destination

Choose  InstancesResultListener -0 ExpCViest arff 2

Result generator

Choose | ExplicitTestsetResultProducer <R -0 splitEvaiutorOut zip ~dir /Users/marcou/Desktop/Tutonal ftestsets -suffix _test arff <W weka experiment RegressionSplitEvaluator <« «

3

Runs Distribute experiment Generator properties
From: 1 To: 1
Disabled _')
Iteration control
Datasets
L Add new... J
Use relative paths Can't edit

JUsers/marcou/Desktop /Tutorial/CVer 1 Fold 1 /train E NAB R(2-4) FC.arff
JUsers/marcou/Desktop /Tutorial/CVier 1 Fold 2 /train_E_NAB_R(2-4)_FC.arff
fUsers/marcou/Desktop /Tutorial/CVier 1 Fold 3 /train_E_NAB_R(2-4)_FC.arff 4
fUusers/marcou/Desktop /Tutorial/CVier 1 Fold 4 /train E NAB R(2-4)_FC.artf

I Nnote<



Weka/Experimenter Advanced mode

* Set the Destination to ExpCVtest.arff
e Setthe Runsfromltol
 Check or set the Datasets

o
thththth
Rerstson control
Datarers
ALl rew-
e AT =
cow'D AL

LAS
4
LAS



Setup the Results Generator

weka.experiment.ExplictTestsetResultProducer

About e Set the value of

Loads the external test set and calls the appropriate More | REIGtiOnFind tO
SplitEvaluator to generate some results, .
(. *train[\.sdf.*)

outputFile splitEvalutorOut. zip ® Set the Value Of

randomizeData | False v testSEtPFEle tO te_St
Set the value of

oo e 1 testsetSuffix to

relationReplace E IIAB(2'4) FC.GI’ff
spiEvalator ol iy
it [ s Trepesamemavana wesscsoes) o <t T toctoetDir bo LV
A
[ click the

testsetSuffix _E _1IAB_R(2-4) _FC.arff

rawOutput | false ‘:J °

RegressionSplitEvaluator

| Open... | | Save... ' OK Cancel
’. .
’



Regression$plitEvaluator:

GP with optimum noise level

weka.classifiers.functions.GaussianProcesses
weka.expenment.Regression

About ,Abom
A SplitEvaluator that proc Implements Gaussian processes for regression without More ‘ More
hyperparameter-tuning. —
Capabilities |
classifier | Cho -C 2500077 -S 1
noSizeDetermination | Fal .
seermns — batchSize 100 L
Open... debug | False ﬂ Cancel
doNotCheckCapabilities | False 1y
filterType | No normalization/standardization |

kernel Choose | PolyKernel -E 1.0 -C 250007

noise | 4.0|

numDecimalPlaces 2

seed 1

7 . Open... J 1 Save... J 1 OK J | Cancel J




Fndlize the experiment

= Click the button Save...
v Save you setup as ExtCVtrain.exp
= Click the Run tab, then Start

J Setup Analyse ]

" Click the Analyse tab

[T o]




Analyze the experiment on training

data

* C(lick the Experiment button
* Set the Comparison field to Relative Absolute Error
* C(lick the Perform test button

Datasets: 4
Resultsets: 1
Confidence: 9.05 (two talled)
Sorted by: -

Date: 10/96/16 15:22

Dataset (1) functions.
CVIiterlFoldl_affinity (1) 80.30 |
CViterlFold2_affinity (1) 74.91 |
CViterlFold3_affinity (1) 73.11 |
CVIterlFoldd_affinity (1) 84.02 |
(v/ /*)

Key:

(1) functions.GaussianProcesses "~L 4.0 -N 2 -K \"functions.supportVector.PolyKernel <E 1.0 ~C 250007\" -S 1' -8B620066949967678545

14 % o * W L e PP S SRR IS oF -
01:24:34 « Asalable sesuiine funct lont. sppartvecter. Palysarmel

1) tenctiona. GassrianProces s LA &2 £ 1.0 € e 5 " ol B
1455 - ROor_mean_squared_ener - Sover manced 0 e suriimProcenien "L D8 A 2 K \"fusctions. wepertvecter.PalySermel £ 18 <C J90MT\" -5 17 -SEI00GOMIN ST
[; Y 40 Aadabie reviaty ) fenct soma  Gauns L rocess .0 N2 "fenct) e cter . MlySerrel £ 12 e 51 MMM Y T
1 2545 - Moot mean squared ener - funcions Casd MW At lons, Conts Ll rocesies L L0 W 2 oK \Thent 100 e T Do Po Ipernel o 1.0 o€ 2900\ 5 17 ~BAIDMAMEN TS
Remve_abinie_enw - Anomons. Caiua )
01 26 35 - Relewe _aboime _erver - Rancsoms. Camae
12654 - Mot _sbiohan s - funcaons Casva )
-
’ 01 28 54 - Reiive abiaiie erver - Ramoions Camsin ¢
seracas ol 7 Y. \ - y

P



" The optimum noise level is deduced only from the
internal cross-validation on training sets.

v Optimal value about 4

" The configuration is used to validate the models

on the test sets
v Relative absolute error about 80%

" Performances are dependent of the cross-
validation fold

v Are there outliers?



Exercise 4

= Goal:
v QOutlier identification

= Software:

v Weka/Explorer
v xModelAnalyzerR
v InstantJChem

" Files
v ARFF files

= Output
v Log files of Weka/Explorer
v New SDF without an outlier.

I
’



Wekao/Explorer

Load the file IUPHAR_5HT2B_E_IIAB_R(2-4)_FC.arff

] Preprocess l Classify 1 Cluster 1 Associate 1 Select anributes 1 Visuakize |

|_opentie.. ] OvenuRL. || Openo. || Generse. eon. || save..

Choose  None Apply
Current relation Selected attribute
Relation: /Users/marcou/Deskt Attributes: 1436 Name class Type: Numeric
Instances: 88 Sum of weights: 88 Missing 0 (0%) Distinct: 49 Unique: 24 (27%)
Attributes Satstxc Value
L i tas] 5.2
M mum 10.05
All None Invert Pattern Mean 7.339
S2dDev 1.156
No Name
1428 (O«C*N)LIOC0).x0 :
1429 (O=C*N*"NLIO=C*'N-OL10=C"O"O . x0
1430 | | (0"OL.(0"O.x0 Class: class (Num) _'J Visualize AN

1431 | ) (O"C*"NLIO"C*N)LIO*C-O), (10" C=O), xO
1432 | (O"C'N-O0"C-C"O0C-C"O.x0
1433 | (C-C~O(C-C~OAC-N*OIC-N*N),xC
1434 | ) (C-C-C-N&FC+18),(C-C-C-N&FC+18.C-... ™\ a2 |
1435 [ | (C-C-C-0)(C-C-N&FC+ 18-O) (C-C-N&FC+ ...
1436 B class v

d A

32 753 10 03.
Status

OK Log ‘\XO
”~




Setup a Gaussion Processes model

« Setup a ( weka.classifiers.functions.GaussianProcesses r instance 4)
o Select tht Apout
 Click the

implements Caussian processes for regression without | More |

hyperparameter-tuning.

| Capablilities |
| Choose - s
T i
st option batchSize 100
() Use tri A
-
Supp debug | False _vj
@) Cross-
yT— doNotCheckCapabilities | False _'J
” fiterType | No normalization/standardization _vj
| (Num) class kernel | Choose |PolyKernel -E 1.0 -C 250007 A
I Start noise 4.0{
16:19:15 numDecimalPlaces 2
16:20:38
16:21:44 seed l
16:22:06 V
\4
’ - ‘P
— AS— Open... Save... ) | OK ] | Cancel




Weka/Explorer Gaussian Processes

Cross-Validation results

= Experiment summary

1436
[List of attributes omitted]
4-fold cross-validation

Attributes:

Test mode:

Gaussian Processes

= Description of the model

Kernel used:
Lincar Kernel: Kix,y) = <x,y>

ALl values shown based on: No normalization/standardization

Average Target Value : 7.3390909090909044
Inverted Covariance Matrix:
Lowest Value = -9.01993988339279234
Highest Value = 0.04610399059836405
Inverted Covariance Matrix » Target-value Vector:
Lowest Value = -0.06391563323426866
Highest Value = 0.04158533375446235

Time taken to build model: @ seconds

=== (ross-validation ===
== Summary ===

Correlation coefficient 0.5175 u Cross-validation StatiStics

Mean absolute error 0.7924
Root mean squared error 0.9886

Relative absolute error 79.8931 %
Root relative squared error 85.4517 %
Total Number of Instances 88



Setup a Gaussion Processes model

Setup a Gaussian Processes model if needed

Select the Supplied test set option and set the training file as test. This produces

fitting results.
Click the More options... button.

Preprocess l Cbulvl Cluster ]Asscxun ismct attributes 1 Visualize j

Choose  GCaussianProcesses <L 4 0 <N 2 <K “weka classifiers funclions supportVector Pohn®ernel <E 1 0 «C 250007

51

Test options Classifier output
8$1,5.8,5.984,0.184 .
82,7.51,7.216,-90.294 r
83,6.2,6.221,0.021
84,.5.9,.5.958,.0.058
85,7.48,7.569,0.089
86,8.7,8.274,-0.426
87,6.05,6.004,0.004
88,7.3,7.598,0.298
» Evaluation on test set »es
(Num) class ._J Time taken to test model on supplied test set: 0.02 seconds
Start == SUMRAry ss=
Result list (right-click for options) Correlation coefficient 0.979
Mean absolute error 9.2359
161915 - funcoons. CaussianPros Root mean squared error 9.2917
1620 38 - funcoons. CaussianPros Relative absolute error 23.9913 »
16:21 44 - functions.CaussianPros Root relative squared error 25,3818 »
A - Total Nusber of Instances 88
16:22 06 - functions. CaussianPros
v
<« TV « .
- Status
o oK Log ‘ x0



Weko/Explorer classifier options

(/] Output model

| Qutput entropy evaluation measures

(/] Store predictions for visualization

| Error plot point size proportional to margin

Output predictions | Choose | CSV

| Cost-sensitive evaluation
Random seed for XVal / % Split 1

|| Preserve order for % Split

, Evaluation metrics... J

| OK

 Set the Output predictions to CSV.

 Click OK then click the button Start.
”~

-



Weka/Explorer Gaussian Processes

Fitting results

5,8.003,-0.047
.059,0.159
.677,-0.123
5
|

-

\JO‘G)\JU‘O"\JU‘@U‘@G’*U‘@

04,-0.396
14,0.314

5 8.692,-0.258
,95.984,0.184

1 7.216,-90.294
.221,0.021
.958,0.058

8 7.569,0.089

,8.274,-0.426
5 6.064,0.014
7.598,0,298

XXX NNNNNN
G\JO'\U‘AWN&Q\DQ\JO\U‘

=== Evaluation on test set ===

Time taken to test model on supplied test set: 0.02 seconds

Correlation coefficient 0.979
Mean absolute error 0.2359

Root mean squared error 0.2917
Relative absolute error 23.9013 %
Root relative squared error 25.3818 %
Total Number of Instances 88

= Estimation for each
instance

v Weka/Explorer does not
provide the covariance

matrix.

= Fit performances.

v As they are excellent, the
outliers become visible

v Outliers do not fit.



Save Weha result buffer

[ preprocess | Classity | Cluster | Assocate | select atribenes | visuanze |

Cinvite = Right click on the
' | | model’s line

Test options Classifier output
Use training set 81,5.8,5.984,0, 184 I
© supphed st sat |_set 83.6.2,6.321 0,081
Cross-valdation B4,5.9,.5.958,0.05
85.7.48,7.509.0.009
Percentage spht B6,8.7,8,274,-0,426
Mare 908l View in main window
View in separate window
(Num) class 1econ
Save result buffer
Man
mesut st iighe-cn| D€ l€te result buffer
16:19.1% 'umw‘ Load mode]
16:20 38 - functo (N
1621 44 -
e Re-evaluate model on current test set »
L
— Re-apply this model's configuration L
Status

= Visualize classifier errors - n x0

Lo = Save your file as GP_Fit_all.out

UallzZe t OI0 CUrve I=
L [ [1' £ L_.’VVLA".‘i_t >
ualiZze cost curve [




xMoldelAndyzerR

* Open the file GP_Fit_all.out and the file IUPHAR_S5HT2B.sdf.

 Click the OK button.

fUsers/ marcou/Desktop/ Tutonal /\CPF Fa_all.out

fUsers/marcou/Desktop/ Tutonal /IUPHAR _SHT23 saf

Locking at Recors: 19 Exp $.2. Preat 6220 3

1 < 19 »

Name

Quit

1 =

O Exp/Pred
Pred « Ixp
3 x sigma upper bound
3 x sigma lower bound
Pred saxixp+b
axPred + 5+ 95X conl,
ax Pred + b - 95K cond. |

[ O Ndata < residua

10§ g i o—o ———
’ 4
a8 0.94 5)
s <5
0.84 s
o 5 &xh o o
o.fn o
8.5 Z t
e 2k e £
0 €
0 ¢ : 0.64
’ 4o s : _a
2 o0 & o5l =
- 75 D OL a
g0 T
, . e . 3 044
] ’ - 2
% : 6
6.5 £¥o ¢ 031 &
~—
. S o2y M
5,540~ g
:‘G m cg
6 6.5 7 7.5 8 85 9 9.5 0 01 02 03 04 05 06 07 08 09 1
Pred absiresdaal)

MAE-0.23861

R2 determination=0.93557

R2 correlation=0.95846 4
CCC-0.95524

Relative RMSE-0.25383

Relative MAE-0.23905




Outlier detection

Example of a smgle step procedure

10 7 = All points outside the
N 24 [-30, 30] range.
9 ! ! ! ! ! @D' ! .
R85 o v Assumption: data follow a
8.5 - - - . : ' - | . . .
-7 normal distribution.
o qloghe L .
- I A 4 v High impact of outliers on
1 1] 9?4? e the mean (p) and standard
ﬁu | deviation (o) values.
6.5- ~ 2o . . . . .
gia
5.5+ 0~ -
=i —a ' ; ! ; |
6 6.5 7 7.5 8 8.5 9 9.5
Pred
-



Interval width and risk in outlier
detection

[-3.50,3.50]

Risk(%)

u (sigma)




Interval width and risk in outlier
detection

Risk(%) u (sigma)

0.05 3.5
0.25 3




Interval width and risk in outlier
detection

Risk(%) u (sigma)

0.05 3.5
0.25 3
1.00 2.6

[-2.60,2.60]




Interval width and risk in outlier
detection

Risk(%) u (sigma)

0.05 3.5
0.25 3
1.00 2.6
5.00 1.96

[-1.960,1.960]




Interval width and risk in outlier
detection

Risk(%) u (sigma)




Outlier detection

Example of sequential procedure

WR Thompson (?) * The Grubbs test.

v Compute decision variables:
Formulation of the
testin 1935 <I”> I

ES Pearson ) - <I">
C Chandra Sekar N
S .
Domain of validity =~ v Compute critical value: C aioN
of the test, 1936 > fractile of
N'l t student
GC — distribution
N N_2_|_t2 with N-2
degrees of
| FE Grubbs v Take a decision: freedom

Tables of critical

values, 1950 G1 > Gc =1, outlier

G, > G, =r,,outlier



Outlier identification

" O Utl i e r’ co m po u n d 3 3 '. ’.‘T':' "l-:'.j".‘"-.'." . -

v MelatOnln The Novel Melatonin Agonist Agomelatine (S20098) Is an
v PUbl D 127 50 43 2 Antagonist at 5-Hydroxytryptamine,. Receptors, Blockade of

Which Enhances the Activity of Frontocortical Dopaminergic
and Adrenergic Pathways

M J MILLAN, A GOBERT, F. LEJEUNE, A, DEXEYNE, A, NEWNAN-TANCREDI, V. PASTEAL, J-M. ANET, s
0. CUSSAC
Daparyrant of Peychophar™=acology. sttt 2o Recherches Server, Crovssy Sene, France
Reoevwed March 14, 2008 scoepted Agel 30, 2000

H TANLE )
Brdng affevfoes of agoeseistine compared s melstonts o & T, secephor sult ypes
H C N Dwte are meane - ST M of pi, vabuss Gerned from o oot thove Independens Sasrmmetems sl o vhad swe performed i trphors
3 e MNT, MNT, MT,, T, PMT,
A ssalatiow fI5r0e 48 535 » A0 50 3 » 02
Melatiein 50 iMoo 50 50 <50
A D £, TV B, perrine

NH Antagonist Properties of Agomelatine and Melato-
nin at h5-HT,; Receptors: [*H|PI Depletion (Fig. 4;
Table 2). Agomelatine failed to elicit [*H]PI depletion alone
and concentration dependently blocked the action of 5-HT
with a pK,; value of 6.6 corresponding well to its pK, value
(6.6) at these sites. Melatonin likewise did not enhance
[*H]PI depletion and partially attenuated the action of 5-HT,
although only ~50% of inhibition was ace uired even at a




= Goal:
v QOutlier identification

= Software:

v Weka/Explorer
v xModelAnalyzerR
v InstantJChem

" Files
v ARFF files

= Output
v Log files of Weka/Explorer
v New SDF without an outlier.

I
’




Remove Melatonin from the training

* In InstantJChem software, click the Query button.
« Set the query field Origninal Cdld to « not in list 50 » - the

Original Cdld of Melatonin.
* Click the Run Query button.

 Click the export button.
« Save the exported SDF file as IUPHAR 5HT2B-33.sdf.



Fragment the curated dataset

= |n the xFragmentor

interface
B v If needed, click the Read
s e e XM.L button and read the file
=T ~= train_E_IIAB_R(2-4) FC.xml
R e — v Remove all SDF files
-3 v Add the file IUPHA_5-HT2B-
33.sdf
v Click the button Run.




Load the curated dataset into the

Weka/Explorer software

Load the file IUPHAR_5HT2B-33_E_IIAB_R(2-4)_FC.arff

] Preprocess l Classify 1 Cluster 1 Associate 1 Select atributes 1 Visuakize |

m Open URL... Open DB.... Generate... Edr... | Save...

Choose  None | Apply
Current relation Selected attribute
Relation: /Users/marcou/Deskt... Attributes: 1436 Name class Type: Numeric
Instances: 88 Sum of weights: 88 Missing 0 (0%) Distinct: 49 Unique: 24 27%)
Attributes Satiste Value
Moo 5.2
M rmum 10.05%
All None Invert Pattern Mean 7.339
S8 dDev 1.156
No. Name
1428 (O«C*N)LIOC0).x0 :
1429 | (O=C*N*NLIO=C*'N-OL10=C"O"O . x0 »
1430 [} (0*O0"O.x0 Class: class (Num) (|| Visualize AN

1431 L J (O"C'NLIO"C'NLIO"C-OLI0"C=0) xO
1432 | | (O"C'N-OQ 0" C-C OO0 C-CO.x0 . .
1433 | J (C-C-O(C~C~OAC-N*O,IC-N*N) xC Ad A
1434 | (C-C-C-N&FC+18),(C-C-C-N&FC+184C~... ™ a2 |

1435 [} (C-C-C-O.(C-C-N&FC+ 18-0),(C-C-N&FC+ _)

1436 B class v

32 763 10,03
Status

OK Log ‘h x0
". . | !




e-fit the Gaussion Processes

model

Setup a Gaussian Processes model if needed

Select the Supplied test set option and set the training file as test. This produces

fitting results.
Click the More options... button.

Preprocess l Cbulvl Cluster ]Asscxun ismct attributes 1 Visualize j

Choose  GCaussianProcesses <L 4 0 <N 2 <K “weka classifiers funclions supportVector Pohn®ernel <E 1 0 «C 250007

51

Test options Classifier output
8$1,5.8,5.984,0.184 .
82,7.51,7.216,-90.294 r
83,6.2,6.221,0.021
84,.5.9,.5.958,.0.058
85,7.48,7.569,0.089
86,8.7,8.274,-0.426
87,6.05,6.004,0.004
88,7.3,7.598,0.298
» Evaluation on test set »es
(Num) class ._J Time taken to test model on supplied test set: 0.02 seconds
Start == SUMRAry ss=
Result list (right-click for options) Correlation coefficient 0.979
Mean absolute error 9.2359
161915 - funcoons. CaussianPros Root mean squared error 9.2917
1620 38 - funcoons. CaussianPros Relative absolute error 23.9913 »
16:21 44 - functions.CaussianPros Root relative squared error 25,3818 »
A - Total Nusber of Instances 88
16:22 06 - functions. CaussianPros
v
<« TV « .
- Status
o oK Log ‘ x0



Re-evduate the Gaussion Processes

model

« Setup a Gaussian Processes model with an optimal noise value (for instance 4)
« Select the Cross-validation option and set the Folds value to 4.
« Click the Start button

| Choose | GaussianProcesses -L 4.0 -N 2 -K “weka classifiers functions supportVector PolKemel -E 1.0 -C 250007* -5 1
Test options Classifier output
(J Use training set Average Target Value : 7.3390909090909044 A
() Supplied test set Inverted Covariance M.nru_: v 1
Lowest Value = -0,01993988339279234
@ Cross-vahdation Folds 4 Highest Value = 0,.04610399059836405
Inverted Covariance Matrix » Target-value Vector:
Percentage sp Lowest Value = -0,.06391563323426866
Highest Value = 0,04158533375446235
More options...
T taken t | l: g
| (Num) class '—J ime taken to build model: @ seconds ™
=== Cross-validation ===
=== SUMJ(V ===
: : lick for options) Correlation coefficient 0.5175
. Mean absolute error 0.7924
1 16:19:15 - functions.GaussianPro Root mean squared error 0.9886
16:20:38 - functions.GaussianPros Relative absolute error 79.8931 %
16:21:44 - functions.GaussianProd Root relative squared error 85.4517 %
Total Number of Instances 88
16:22:06 -~ functions.GaussianPros
o/
v
’.. . <L TV « 7 T




Gaussicn Processes model on

Fit Cross-validation
=== Summary === === (Cross-validation ===
=== Summary ===
Correlation coefficient 0.9818
Mean absolute error 9.2299 Correlation coefficient 0.5157
Root mean squared error 0.2705 Hean absolute error 0. 7851
Relative absolute error 23.6221 %  Root mean squared error 0.9771
Root relative squared error 23.881 & Relative absolute error 78.6143 %
Total Number of Instances 87 Root relative squared error 83.9261 %
Total Number of Instances 87

Performances are (slightly) improved



" Single step procedure

v Fast and simple
v False estimation of risk in outlier detection:

e Distribution parameters are distorted by outliers
e The risk estimation is valid for only one point.

v The bigger the dataset is, the greater the chances to
interpret a standard instance as outlier (false positive)

140'%0

0.81 130

P(X>a)=p 07
P({x, | x, > a} C Sample) = Binomial(N, p) E°




= Sequential procedure
v Fastidious

e the whole procedure repeats after each identified outlier.
v Distribution parameters are distorted by the outlier

e Use robust statistics

resampling by the half-means method or by the smallest half-volume
method

Egon WIJ, Morgan SL, Anal. Chem., 1998, 70(11), pages 2372-2379
" |dentify multiple outliers

v Rank instances by outlier likeliness

Higher rank to instances that are consistently not fitted in consensus
modeling

I
= e



= Qutlier detection may depend on data modeling

v Molecular Descriptors, Machine Learning method,...

v Therefore, a consensus model-based approach may help
(pick the outliers that are common to the several distinct

models)
= Use internal and external cross-validation to avoid
overfitting.
= Exploit the fitted values (rather than cross-validated
predictions) for outlier detection

= An “outlier” not confirmed as anomalous cannot be

discarded
v but it may help understand the limitations of your model

v |t might be a “discovery”!

e 67
= | e









