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Tutorial:
From chemical structures to 

outlier analysis

G. Marcou, D. Horvath, A. Varnek



Download your materials
§ Download URL (tinyURL to Renater FileSender

repository):
ahttps://tinyurl.com/y99km3nd

§ Content (<150Mo when unziped)
aSoftwares

• ExtCV.exe, xFragmentor.exe, xModelAnalyzerR.exe

aDatasets
• Datamining

5-HT2B (a database)
Iter0 (tutorial directory)
Iter1 (result after the tutorial)

• Pubmed
Relevant articles
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Introduction
§ The IUPHAR 5-HT2B dataset

a88 compounds
aAffinity values

• pKi, pKd
• Mostly human

aType
• Agonist
• Antagonist

aBibliography
• PubMed Ids
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5-HT2A
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Expressed in forebrain 
cerebral cortex

Famous 5-HT2A agonist

Implicated in 
Flower Power

LSD



5-HT2C
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Expressed in CNS

Implicated into:
obesity, seizure, psychotic 
disorder

Example 5-HT2C 
antagonist

Methysergide



5-HT2B, the anti-target
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Expressed into
• Liver
• Kidney
• Heart

Drug induced 
valvular heart 
disease

Example ligands:

PhenFen Benfluorex



Exercise 1
§ Goal:

aCreate a database of 5-HT2B ligand

§ Software:
aInstantJChem

§ File
aIUPHAR_5HT2B.sdf

§ Output
aDirectory 5-HT2B



Create a local database



Configure local database



Load an SDF into the database



SDF field management



Grid view column management



Final state of the interface

• A database of 5-HT2B ligands
• Access to chemical structures, affinity, type, identifier, bibliographic 

references
• Possibility to edit the dataset: structures, instances and values



Exercise 2
§ Goal:

aSet up an External Cross-Validation procedure
§ Software:

aExtCrossValidate
axFragmentor

§ File
aIUPHAR_5HT2B.sdf

§ Output
aDirectories CVIteriFoldj, files train.sdf and test.sdf
aISIDA Substructural Molecular Fragments, files *.hdr, *.svm, 

*.arff
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Software: ExtCrossValidate

1 Select the 
IUPHAR_5HT2B.sdf file

2 Choose Cross Validation

3 Set 1 iteration to 1: k=1
and 4 folds: N=4

4 Uncheck the tick-box. 
Store all train and test sets 
into a folder named CV
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External Cross-Validation

4- Fold Cross Validation

Dataset Fold1 Fold2

Each fold produces a 
dedicated training 
and test files in a 
directory named CV.

Each compound is used 
once in a test set.

Training and test sets 
are structural files.

Fold3 Fold4

CV

- trainIter1Fold1.sdf
- testIter1Fold1.sdf

CV

- trainIter1Fold2.sdf
- testIter1Fold2.sdf

CV

- trainIter1Fold3.sdf
- testIter1Fold3.sdf

CV

- trainIter1Fold4.sdf
- testIter1Fold4.sdf



Software: xFragmentor
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Sequences of atoms and bonds 
containing

Nmin > 2  to Nmax < 15 atoms

Augmented atoms
(a central atom and his 

direct neighbours)

atoms and bonds

ISIDA fragments
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ISIDA FRAGMENTOR

C-C
-C

-N
-C

-C

N(C
O)(C

C)(C
C)

N(C
)(C

)(C
)

C-N
-C

-C
*C

10          1            1             1 0
…

8 1            1            1           0 … 

4           1            1 1           
4 …

Etc.

DataSet

the Pattern matrix

...C=O

ISIDA Substructural Molecular 
Fragments
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Compute training set descriptors
§ Add SDF files (area 1)

a IUPHAR_5-HT2B.sdf
aCV/trainIteriFoldj.sdf

§ Add Fragmentations (area 2)
aAtom count: E
aAtom centered of length 2 to 4: 

IIAB(2-4)
aUse formal charge: FC

§ Save configuration
aClick the Save XML button
aName the file train_E_IIAB_R(2-

4)_FC.xml
§ Click the Run button
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Compute test set descriptors
§ Remove all SDF files and add test 

SDF files (area 1) 
aRemove IUPHAR_5-HT2B.sdf
aRemove CV/trainIteriFoldj.sdf
aAdd CV/testIteriFoldj.sdf

§ Check the tickbox Use Predefined 
Fragments (area 3)
aLeave Basis name to default value 

or empty
§ Use the Check button (optional)

aYou should receive the message All 
hear files were found.

§ Save configuration
aClick the Save XML button
aName the file test_E_IIAB_R(2-

4)_FC.xml
§ Click the Run button
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Files created by xFragmentor
• XML:

Configuration file.

• HDR:
List of fragments.

• SVM:
Molecular descriptors (attributes)/ 
Property value (value) files in 
sparse format.
Each molecule correspond to one 
line, in order of appearance in the 
SDF file.

• ARFF:
Molecular descriptors (attributes)/ 
Property value (value) files in 
sparse format, compatible with the 
Weka software.
Concatenate information from 
HDR and SVM
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Summary
§ Division of the dataset into 4 sets of training and 

test structural files
§ Calculation of the ISIDA Substructural Molecular 

Fragments descriptors
aAtom Count
aAtom Centered fragment including from 2 to 4 atoms
aAtoms and bonds standard annotation
aFormal Charge
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Exercise 3
§ Goal:

aSetup Gaussian Processes models using only the 
training sets.

§ Software:
aWeka/Experimenter

§ File
aCV/trainIteriFoldj.sdf and CV/train_IteriFoldj_*.arff

§ Output
aExtCVtrain.arff
aExtCVtrain.exp
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Introduction to Gaussian Processes
§ Goal:

aModel a probability distribution of the property.
• are random vectors representing properties
• are the molecular descriptors matrices

§ Parameters of the method
a the kernel. In this tutorial, the linear kernel is 

used.
a the noise level. Closely related to the experimental 

noise on the property.
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Inference of Gaussian Processes
§ Two quantities are inferred for a test set

aThe mean vector

aThe covariance
Y test = K(Xtest,Xtrain ) K(Xtrain,Xtrain )+1σ 2⎡⎣ ⎤⎦

−1
Y train

σ
Y test
2 = K(Xtest,Xtest )−

K(Xtest,Xtrain ) K(Xtrain,Xtrain )+1σ 2⎡⎣ ⎤⎦
−1
K(Xtrain,Xtest )

(�)       Data points
(        ) Mean vector
(        ) +/- two variances
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Weka/Experimenter
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Weka/Experimenter

aClick New.
aResults 

destination: 
“ExtCVtrain.arff”

a4-fold cross validation repeated 4 times.
aExperiment type: Regression
aAdd the training files to the Datasets
aAdd the ZeroR method to the Algorithms
aAdd Gaussian Processes method to the 

Algorithms
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Setup Gaussian Processes

Add Gaussian 
Processes:
• no data 

transformations
• Noise level in 

the range [1..10]
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Finalize the experiment
§ Click the button Save…

aSave you setup as ExtCVtrain.exp
§ Click the Run tab, then Start

§ Click the Analyse tab
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Analyze the experiment on training 
data

• Click the Experiment button
• Set the Comparison field to Relative Absolute Error
• Click the Perform test button
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Summary
§ The optimum noise level is deduced only from the 

internal cross-validation on training sets.
aOptimal value about 4

§ Different performances on different training sets
aMust be statistically demonstrated

§ The test sets are fully independent.
aThe setup of the model building is complete without the 

help of the test sets
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Exercise 4
§ Goal:

aExternal validation of Gaussian Processes models.
§ Software:

aWeka/Experimenter
§ File

aCV/trainIteriFoldj.sdf and CV/trainIteriFoldj_*.arff
aCV/testIteriFoldj.sdf and CV/testIteriFoldj_*.arff

§ Output
aExtCVtrain.arff
aExtCVtrain.exp
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Weka/Experimenter Advanced mode



Weka/Experimenter Advanced mode

• Set the Destination to ExpCVtest.arff
• Set the Runs from 1 to 1
• Check or set the Datasets



Setup the Results Generator

• Set the testsetDir to CV
CV

(.*tra in|\.sdf.*)

test

• Set the value of 
RelationFind to 
(.*train|\.sdf.*)
• Set the value of 

testsetPrefix to test
• Set the value of 

testsetSuffix to 
_E_IIAB(2-4)_FC.arff

• Click the 
RegressionSplitEvaluator

_E_IIAB_R (2-4)_FC .arff



RegressionSplitEvaluator:
GP with optimum noise level



Finalize the experiment
§ Click the button Save…

aSave you setup as ExtCVtrain.exp
§ Click the Run tab, then Start

§ Click the Analyse tab



Analyze the experiment on training 
data

• Click the Experiment button
• Set the Comparison field to Relative Absolute Error
• Click the Perform test button



Summary
§ The optimum noise level is deduced only from the 

internal cross-validation on training sets.
aOptimal value about 4

§ The configuration is used to validate the models 
on the test sets
aRelative absolute error about 80%

§ Performances are dependent of the cross-
validation fold
aAre there outliers? 



Exercise 4
§ Goal:

aOutlier identification
§ Software:

aWeka/Explorer
axModelAnalyzerR
aInstantJChem

§ Files
aARFF files

§ Output
aLog files of Weka/Explorer
aNew SDF without an outlier.



Weka/Explorer
Load the file IUPHAR_5HT2B_E_IIAB_R(2-4)_FC.arff



Setup a Gaussian Processes model
• Setup a Gaussian Processes model with an optimal noise value (for instance 4)
• Select the Cross-validation option and set the Folds value to 4.
• Click the Start button
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Weka/Explorer Gaussian Processes 
Cross-Validation results

§ Experiment summary

§ Description of the model

§ Cross-validation statistics



Setup a Gaussian Processes model
• Setup a Gaussian Processes model if needed
• Select the Supplied test set option and set the training file as test. This produces 

fitting results.
• Click the More options… button.



Weka/Explorer classifier options

• Set the Output predictions to CSV.
• Click OK then click the button Start.



Weka/Explorer Gaussian Processes 
Fitting results

§ Estimation for each 
instance
aWeka/Explorer does not 

provide the covariance 
matrix.

§ Fit performances.
aAs they are excellent, the 

outliers become visible
aOutliers do not fit.



Save Wekaresult buffer

§ Right click on the 
model’s line

§ Save your file as GP_Fit_all.out



xMoldelAnalyzerR
• Open the file GP_Fit_all.out and the file IUPHAR_5HT2B.sdf.
• Click the OK button.



Outlier detection
Example of a single step procedure

§ All points outside the        
[-3σ, 3σ] range.
aAssumption: data follow a 

normal distribution.
aHigh impact of outliers on 

the mean (μ) and standard 
deviation (σ) values.



Interval width and risk in outlier 
detection

Risk(%) u (sigma)
0.05 3.5

[−3.5σ ,3.5σ ]



Interval width and risk in outlier 
detection

Risk(%) u (sigma)
0.05 3.5
0.25 3[−3σ ,3σ ]



Interval width and risk in outlier 
detection

Risk(%) u (sigma)
0.05 3.5
0.25 3
1.00 2.6

[−2.6σ , 2.6σ ]



Interval width and risk in outlier 
detection

Risk(%) u (sigma)
0.05 3.5
0.25 3
1.00 2.6
5.00 1.96

[−1.96σ ,1.96σ ]



Interval width and risk in outlier 
detection

Risk(%) u (sigma)
0.05 3.5
0.25 3
1.00 2.6
5.00 1.96
32.00 1.00

[−σ ,σ ]



Outlier detection
Example of sequential procedure

WR Thompson (?)

Formulation of the 

test in 1935

ES Pearson

C Chandra Sekar

Domain of validity 

of the test, 1936

FE Grubbs

Tables of critical 

values, 1950

§ The Grubbs test.
aCompute decision variables:

aCompute critical value:

aTake a decision:

G1 =
r − r1
s

GN =
rN − r

s

Gc=
N-1
N

t2

N-2+t2

G1 >Gc ⇒ r1,   outlier
GN >Gc ⇒ rN , outlier

t, α/2N 

fractile of 

student 

distribution 

with N-2 

degrees of 

freedom 



Outlier identification
§ Outlier, compound 33

aMelatonin
aPubID 12750432



Exercise 5
§ Goal:

aOutlier identification
§ Software:

aWeka/Explorer
axModelAnalyzerR
aInstantJChem

§ Files
aARFF files

§ Output
aLog files of Weka/Explorer
aNew SDF without an outlier.
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Remove Melatonin from the training 
set

• In InstantJChem software, click the Query button.
• Set the query field Origninal CdId to  « not in list 50 » - the 

Original CdId of Melatonin.
• Click the Run Query button.

• Click the export button.
• Save the exported SDF file as IUPHAR_5HT2B-33.sdf.



Fragment the curated dataset
§ In the xFragmentor

interface
aIf needed, click the Read 

XML button and read the file 

train_E_IIAB_R(2-4)_FC.xml
aRemove all SDF files

aAdd the file IUPHA_5-HT2B-

33.sdf

aClick the button Run.



Load the curated dataset into the 
Weka/Explorer software

Load the file IUPHAR_5HT2B-33_E_IIAB_R(2-4)_FC.arff



Re-fit the Gaussian Processes model
• Setup a Gaussian Processes model if needed
• Select the Supplied test set option and set the training file as test. This produces 

fitting results.
• Click the More options… button.



Re-evaluate the  Gaussian Processes 
model

• Setup a Gaussian Processes model with an optimal noise value (for instance 4)
• Select the Cross-validation option and set the Folds value to 4.
• Click the Start button



Fit Cross-validation

Gaussian Processes model on 
currated dataset

Performances are (slightly) improved



Summary
§ Single step procedure

aFast and simple
aFalse estimation of risk in outlier detection:

• Distribution parameters are distorted by outliers
• The risk estimation is valid for only one point.

aThe bigger the dataset is, the greater the chances to 
interpret a standard instance as outlier (false positive)

P(X > a) = p
P({xi | xi > a}⊂ Sample) = Binomial(N, p)
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Summary
§ Sequential procedure

aFastidious
• the whole procedure repeats after each identified outlier.

aDistribution parameters are distorted by the outlier
• Use robust statistics

resampling by the half-means method or by the smallest half-volume 
method

Egon WJ, Morgan SL, Anal. Chem., 1998, 70(11), pages 2372-2379 

§ Identify multiple outliers
aRank instances by outlier likeliness

Higher rank to instances that are consistently not fitted in consensus 
modeling
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Conclusion
§ Outlier detection may depend on data modeling

aMolecular Descriptors, Machine Learning method,…
aTherefore, a consensus model-based approach may help 

(pick the outliers that are common to the several distinct 
models)

§ Use internal and external cross-validation to avoid 
overfitting.

§ Exploit the fitted values (rather than cross-validated 
predictions) for outlier detection

§ An “outlier” not confirmed as anomalous cannot be 
discarded
abut it may help understand the limitations of your model
aIt might be a “discovery”!

67



Thanks
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Thank you
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