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Despite the increasing volume of data, their amount remains very small compared to the virtual chemical space of possible chemical structures. Therefore, there is a strong interest in simultaneous analysis of different ADMET and biological properties of molecules, which are frequently strongly correlated one with another. Apart from the increase of the sheer volume of data, such joint data analysis can increase the accuracy of models by exploiting their common representation and identifying common features between individual properties. The majority of multilearning approaches are developed for individual machine learning methods. Several examples of them for both linear and non-linear methods will be presented. Contrary to such methods, the feature nets can be applied to virtually any machine learning method.[1] Following the overview of the existing approaches we will explain when their application is expected to be beneficial following a comprehensive study of Xu et al [2]. The presentation will be completed with an overview of the multi-learning approaches implemented within the On-line Chemical Database and Modeling Environment (OCHEM).[3]
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