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     In this work we report the first attempt to study the effect of activity cliffs over the generalization 
ability of machine learning models, using as study case a previously reported diverse dataset 
focused on drug induced liver injury (DILI). Here, the hypothesis of SAR continuity restoration by 
activity cliffs removal is tested as a potential solution to overcome such limitation. Previously, a 
parallelism was established between activity cliffs and instances that should be misclassified 
(ISMs), a related concept from the field of machine learning [1, 2]. Based on this concept we 
comparatively studied the classification performance of multiple machine learning classifiers as 
well as the consensus classifier derived from predictive classifiers obtained from training sets 
including or excluding ISMs. The influence of the removal of ISMs from the training set over the 
virtual screening performance was also studied for the respective consensus classifiers algorithms. 
In comparison with classifiers obtained from the unaltered DILI training set (RAW-Classifiers), 
those classifiers trained after ISM removal (ISM-Classifiers) do not exhibited a statistically 
significant average difference of accuracy on the external evaluation set (0.75%) but a statistically 
significant deterioration on specificity (-1.65%). The sensitivity, the weakest feature of RAW-
Classifiers was significantly improved by ISM-Classifiers in 3.73%. A similar trend was observed 
for the consensus classifiers derived from the respective acceptable RAW- and ISM-Classifiers 
with a more noticeable difference, favoring RAW-Classifiers. However, analyzing the virtual 
screening performance of each consensus classifier was observed a noticeable difference favoring 
ISM-Classifiers. Although the improvement on overall enrichment was not marked there was a 
significant improvement on initial enrichment, especially at early fractions (1% and 5%) [3]. The 
improvement on virtual screening performance of consensus ISM-classifiers can be explained by 
the improvement on sensitivity, the weakest feature of RAW-Classifiers. These results suggest a 
positive effect of ISM removal for practical applications. Even when a significant improvement is 
not attained on classification accuracy, the virtual screening performance of ISM-Classifiers is 
positively influenced, significantly improving their early recognition ability. 
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